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Abstract: A single shot multibox detector (SSD) is used as a baseline for many object detection 
networks, since it can provide sufficiently high accuracy in real time. However, it cannot deal with 
objects of various sizes, because features used in an SSD are not robust to multi-scale objects. To 
solve this problem, we present an improved feature pyramid for using multi-scale context 
information. The proposed feature pyramid fuses only adjacent features of the conventional SSD to 
achieve high accuracy without decreasing the processing speed. Our detector, with a 320×320 
input, achieved 79.1% mean average precision (mAP) at 63 frames per second on a Pascal Visual 
Object Classes Challenge 2007 test set using a single Nvidia 1080 Ti graphics processing unit. This 
result shows better performance than existing SSDs.     
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1. Introduction 

Object detection is one of the most important research 
areas in computer vision. In recent years, many object 
detectors have adopted convolutional neural networks 
(CNNs) to achieve both high accuracy and fast processing 
speeds [1, 5, 7, 8, 10]. 

Deep learning–based object detection methods can be 
classified into one-stage and two-stage approaches. The 
two-stage method uses sliding windows and various 
anchor boxes to search proposals for highly accurate object 
detection at the cost of a slow processing speed. On the 
other hand, the one-stage method considers frame 
detection as a regression problem, which provides higher 
speed and lower accuracy than the two-stage method. The 
one-stage method is particularly suitable for real-time 
applications, such as intelligent surveillance systems and 
advanced driver assistance systems (ADASs). 

The region-based convolutional neural network (R-
CNN) is the basic model for various two-stage methods 
that generate object candidates using an external proposal 
algorithm [10]. Fast R-CNN uses region of interest (ROI) 
pooling to make each proposal in a single CNN model [4]. 
Faster R-CNN makes the two-stage detection method an 
end-to-end model by replacing the proposal extractor with 
a region proposal network (RPN) [7]. The region-based 
fully convolutional network (R-FCN) replaces ROI 

pooling with position-sensitive ROI pooling, which 
effectively reduces the channel and improves both speed 
and accuracy [5]. 

You Only Look Once (YOLO) [1] and the single shot 
multibox detector (SSD) [8] are the most popular one-
stage detection methods. Both YOLO and the SSD are 
designed for real-time object detection while maintaining 
high average precision. YOLO divides the input image into 
multiple grid cells of size s , and each grid cell predicts 
bounding boxes across all classes. YOLO version 2 
(YOLOv2) removes fully connected layers from the 
original YOLO, and applies anchor boxes for higher 
accuracy [12]. YOLO and YOLOv2 are not robust to small 
objects. To solve that problem, YOLOv3 performs the 
generation of bounding boxes on three different scale 
features [13]. 

s×

The processing speed with an SSD is as fast as YOLO 
while providing detection accuracy as high as a two-stage 
method, such as Faster R-CNN. An SSD extracts multi-
scale feature maps from one CNN, and predicts multi-scale 
objects using the feature maps. To make the SSD more 
robust to multi-scale objects, the feature pyramid has been 
reconstructed. The deconvolutional SSD (DSSD) uses a 
deconvolution layer to build high-level semantic feature 
pyramids such as the feature pyramid network (FPN) [11]. 

In this paper, we propose a novel feature pyramid 
structure generated by simply connecting a conventional 
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SSD’s prediction feature layers. We note that constructing 
the top-down structure from the SSD to feature layers, like 
the DSSD, is not suitable for using context information by 
making the pyramid deeply. We find out that a simple 
structure that connects to adjacent feature layers can 
effectively use context information. The proposed method 
outperforms other improved models of the SSD. 

This paper is organized as follows. In Section 2, we 
explain the related work on other various and important 
SSD-based detection methods. In Section 3, we propose a 
novel version of the SSD; we then show experimental 
results and offer an evaluation of the proposed algorithm in 
Section 4. Section 5 concludes the paper and suggests 
future work. 

2. Related Works 

An SSD [8] is a simple CNN model that performs fast 
real-time detection. Also, an SSD uses multi-scale features 
to improve accuracy, so the SSD has been used as the 
baseline for many detectors. However, an SSD has a 
limitation in that it is not robust to multi-scale objects, 
especially small objects. 

Various studies based on the SSD have noted that the 
simple feature pyramid structure from the plane network is 
not robust to multi-scale objects, and they proposed the 
following feature pyramid reconstruction to overcome that. 
A feature fusion SSD (FSSD) reconstructs a feature 
pyramid with only one feature fusion, which increases 
accuracy by adding weight to the SSD [6]. The rainbow 
SSD (RSSD) uses rainbow concatenation consisting of 
pooling and concatenation to improve accuracy with only a 
marginal extra cost [3].  

The DSSD uses a top-down structure on the SSD, 

which transfers semantic information to the bottom layer, 
making it robust to small objects [9]. However, there is 
another limitation: losing detailed information about the 
bottom layer by overlapping semantic information from 
the top layer to the bottom layer many times. 

 

Fig. 1. Our proposed network. 
 

The feature-fused SSD proposes to add context 
information to the SSD through a multi-level feature 
fusion method [15]. The feature map including context 
information is generated by combining the Conv4_3 layer, 
which mainly contains the location information of the 
object, and Conv5_3, which contains some background 
noise and detailed information. 

3. The Proposed Method 

As mentioned above, many studies have attempted to 
solve the scale variance problem by improving the feature 
pyramid of the SSD. Our goal is also to efficiently 
reconstruct the feature pyramid so it is robust to multi-
scale objects. Our strategy is to connect only the nearest of 
the feature maps generated in the SSD, making it possible 
to utilize the context information without losing detailed 
information. 

3.1 Feature Map Fusion 
Our proposed network uses context information by 

fusing adjacent feature maps separately. The DSSD uses a 
deconvolution module (DM) and a prediction module 
(PM) to create a top-down structure. However, the 
combination of many modules makes the network 
complicated, resulting in a trade-off between speed and 
accuracy. The feature pyramid (by fusing the adjacent 
features we propose) is simple in structure, making it 
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possible to efficiently utilize context information without 
making the network heavy. 

Fig. 1 represents our overall network. Our network is 
generated by fusing feature maps, which are extracted 
from the feature pyramid of the conventional SSD. Feature 
map fusion is performed by the feature fusion module that 
we propose. 

Unlike the top-down structure of a DSSD, our model 
consists of fusion of adjacent feature maps. The top-down 
structure superimposes semantic information from the top 
layers on the bottom layer, thus losing detailed information 
necessary to detect small objects. We note that fusion of 
features only in adjacent layers is robust to context without 
losing detailed information. 

3.2 Feature Fusion Module 
Fig. 2 shows the feature fusion module, which 

integrates information from different scale features. Our 
feature fusion module was built with reference to the DM 
of a DSSD. The DM consists of three convolution, three 
batch normalization, one deconvolution, two rectified 
linear unit (ReLU), and element-wise product operations. 
We note that this module is heavy, and makes the 
algorithm slow. We designed the feature fusion module by 
using one deconvolution, one batch normalization, one 
ReLU, and two convolution operations, which is simpler 
than a DM and sufficient to transfer context and important 
detailed information to the output feature.  

The deconvolution layer is used to make the size of the 
low-resolution feature maps and the high-resolution 
feature maps the same. Each convolution layer transforms 
the previous feature maps so that the fused feature map has 
both context and detailed information. The batch 
normalization layer is to normalize features. After the 
element-wise sum and the ReLU operations, the output 
feature is generated. 

3.3 Training 
We follow the same strategy used in the SSD [8]. 

First, in the matching strategy, we match each ground 
truth box to the default box that has a higher Jaccard 
overlap than a set threshold (0.5). The default boxes with 
high confidence losses are selected so the ratio of 
negatives to positives is adjusted to 3:1. Then, we 
minimize the localization loss and confidence loss. For 
robust training, data augmentation is performed, which 

inflates data by random cropping, random photometric 
distortion, and random flipping.  

 

Fig. 2. Feature fusion module. 

4. Experimental Results 

We evaluated our model and other models on the 
Pascal Visual Object Classes (VOC) Challenge 2007 
detection benchmark [2]. This dataset consists of about 5k 
images in 20 object categories for testing. If the 
intersection over union (IOU) between the predicted 
bounding box and the ground truth is higher than 0.5, it is 
correct. We used mean average precision (mAP) as an 
actual metric for evaluating detection performance. 

We trained our model with VOC 2007 'trainval' and 
VOC 2012 'trainval'. We used a single Nvidia 1080 Ti 
GPU, set the batch size to 32, and set the input size to 
320x320. The initial learning rate was 0.001, divided by 10 
for every 80k, 100k, and 120k iterations, and the total 
iterations was 140k. We set the weight decay to 0.0005 
and applied stochastic gradient descent (SGD) with 
momentum 0.9. We used a pretrained Visual Geometry 
Group VGG16 on ImageNet as the backbone [14]. 

Table 1 presents the experiment results comparing our 
model with other models on Pascal VOC 2007. Our 
model320 achieved a 79.1% mAP, which is 1.9% higher 
than SSD300, and was the highest value among other 
SSD-based models with input size 300. With high-
dimension input (i.e., 512 × 512), our model presents about 
1.2% and 0.2% higher performance than SSD512 and 
RSSD512, respectively. The mAP of our model512 is 
0.5% lower than DSSD513. However, our model increased 
speed from 5.5 frames per second (FPS) to 33 FPS using 
the 1080 Ti, and our model is superior, considering the 
tradeoffs. In addition, our model achieved a higher mAP 
and FPS than other two-stage methods. 

Fig. 3 shows some detection examples from Pascal 
VOC 2007 and a comparison of our model with a 
conventional SSD. The SSD does not work well to find 
crowded, occluded, and small objects, such as people and 
vehicles in a road scene. However, in these cases, our 
model distinguishes these objects from others, and shows 
high-quality detection results.  

5. Conclusion 

In this paper, we proposed a novel feature pyramid that 
is generated by fusing the feature maps generated in the 
SSD. The proposed feature pyramid is robust to multi-
scale objects using context information. Experiments on 
the Pascal VOC 2007 detection benchmark proved that our 
model improves the conventional SSD and is an efficient 
detector that is fast and accurate. 

In the future, we plan to employ our model to other 
challenge object detection datasets, e.g., pedestrians and 
vehicles, which have small and crowded objects. 

 



IEIE Transactions on Smart Processing and Computing, vol. 9, no. 1, February 2020 

 

25

Table 1. Comparison of Speed & Accuracy on PASCAL VOC 2007. 

Method Backbone Input size FPS mAP 
(%) GPU 

Fast [4] VGG-16 ~ 1000 x 600 0.5 70.0 K40 
Faster [7] VGG-16 ~ 1000 x 600 7 73.2 Titan X 

OHEM [16] VGG-16 ~ 1000 x 600 7 74.6 Titan X 
Two-stage 

R-FCN [5] ResNet-101 ~ 1000 x 600 9 80.5 Titan X 
SSD321 [8] ResNet-101 321 x 321 11.2 77.1 Titan X 
SSD300 [8] Vgg-16 300 x 300 46 77.2 Titan X 
SSD300 [8] Vgg-16 300 x 300 85 77.2 1080 Ti 

RSSD300 [3] VGG-16 300 x 300 35 78.5 Titan X 
DSSD321 [9] ResNet-101 321 x 321 9.5 78.6 Titan X 
SSD512 [8] VGG-16 512 x 512 19 79.8 Titan X 
SSD513 [8] ResNet-101 513 x 513 6.8 80.6 Titan X 

RSSD512 [3] VGG-16 512 x 512 16.6 80.8 Titan X 

One-stage 

DSSD513 [9] ResNet-101 513 x 513 5.5 81.5 Titan X 
Our model 320 VGG-16 320 x 320 63 79.1 1080 Ti 
Our model 512 VGG-16 512 x 512 33 81.0 1080 Ti 

 

 

 

 

 

Fig. 3. Detection examples on the Pascal VOC 2007 dataset from the SSD300 and our 320. Both models were trained 
with a VOC07+12 dataset, and VGG16 was used as the backbone network. Columns are formatted in pairs, with the 
left side the result of the conventional SSD, and the right side the result from our network. 
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