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	 Abstract: In this paper, a primary path switching scheme is proposed to provide a seamless handover for dual-homed mobile terminals. This scheme is proposed as an enhancement to the mSCTP protocol. With this scheme, a mobile terminal performs primary path switching before it becomes unavailable due to its primary path drop. The improvement achieved by the scheme is that it considers the temporal velocity of the mobile terminal with relative RTT variances of all available paths when it performs the handover process in the overlapped area between two different networks. Our simulation results show that the proposed scheme achieves a better overall performance than other schemes, and anticipatory switching is more important for faster moving terminals.
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1. Introduction
A
s various networks (e.g., LAN, WLAN, and 3GPP) are currently deployed, and the next generation network is converging into an all-IP-based, unified network, many mobile terminals are configured for multi-homed environments by simply installing two or more network interfaces. In this environment, the mobile stream control transmission protocol (mSCTP) [1] has been considered as a proper transport layer protocol. mSCTP provides connection-oriented, reliable transmission over the IP core network via selective ACK (SACK) flow control, congestion control and avoidance, as well as failure detection and recovery. 
Among its many functionalities, the multi-homing feature of mSCTP can maximize the utilization of the multi-homed environment and increase network availability. The multi-homing feature enables a mobile terminal (MT) to use more than one IP address in order to support more than one communication path, namely a primary path together with several alternative paths in a single SCTP session. The primary path is used to transport the data packets, and MT will change its primary path to an alternative path when its current primary path has failed. A link failure can easily occur, especially when an MT performs a handover between different network domains.
In this condition, the MT is in an overlapping state between different networks and both paths are available. This issue has led to numerous proposals [2–7] to determine the appropriate network conditions for primary path switching. Unfortunately, the existing schemes have not properly considered the switching conditions.



Figure 1.   An example of mSCTP handover between different networks

We propose a new primary path switching scheme, which considers the network conditions including round trip times (RTTs) of all available paths and the MT velocity. In other words, an MT takes into account the historical and relative difference among the evaluated round trip times (RTTs) of multiple paths against its estimated movement speed when it is located in the overlapped area between two different networks. Based upon these measurable characteristics, MT adaptively determines when it needs to change its primary path. The contribution of proposed scheme can be summarized as follows.
It improves performance in terms of transmission delay by reducing the probability of data packet loss at MT; 
It increases the overall throughput of MT since the reduced number of retransmission requests from MT allows the correspondent terminal (CT) to maintain its current congestion window size;
The case-adaptive feature of the proposed scheme guarantees network availability for MT.
The rest of this paper is organized as follows. The next section describes related works. In the proposed scheme section, we propose a new primary path switching scheme taking into account the network conditions and movement speed of MT. The performance evaluation section includes performance evaluations and discussion of the effect of the proposed scheme. Finally, we conclude this paper in the last section.
2. Related Work
The multi-homing feature of SCTP allows target applications to glue together more bandwidth from heterogeneous wireless networks. This bandwidth availability can ensure fault tolerance for the corresponding network applications. An example is introduced in [8]. As this great advantage can be only maintained with an efficient primary path switching scheme, we investigate the existing primary path switching schemes that have been proposed as an extension to the legacy mSCTP. These schemes essentially differ in the strategies they use for determining which conditions should be satisfied for performing path switching. 
Other proposals [3, 4] considered bandwidth for both paths as a decision metric. Based upon the narrowest end-to-end bandwidth and required minimum bandwidth by application, the scheme classified four different cases and suggested different switching conditions in terms of bandwidth gaps for two paths. However, the scheme did not consider the end-to-end delay for both paths, which significantly affects the retransmission strategy of mSCTP.  
3. The Proposed Scheme
In order to determine the primary path switching criteria for each MT, we take into account two metrics, including the historical relative difference of RTT against the estimated movement speed of MT. Both metrics are calculated only when MT is in dual-homing mode as it is located in the overlapping state among different networks, as is shown in Figure 1. In order to simplify our description, we assume that each MT has only one alternative path, since the proposed scheme can be applied in a straight forward manner to the multi-alternative paths environment.
3.1 RTT-Based Scheme
mSCTP achieves reliable transmission by defining SACK packets sent by the receivers. With the mSCTP protocol, MT can check the connectivity of the current primary path with the SACK packets for the delivered SCTP data packets. MT can also check the connectivity of the alternative path via interaction with periodical HEARTBEAT and HEARTBEAT-ACK packets. These packet exchanges allow the MTs to measure their RTTs for both paths in a timely manner.
In order to determine the primary path switching criteria, the proposed scheme first calculates the difference between the RTTs of both paths. This can be expressed as Equation (1). Note that MTs start to measure the RTTs of both paths when the alternative path is activated at time TS. On the other hand, they terminate the measurement process when one of the paths is deactivated at time TE. Once we assume that MT has measured the RTTs n times during (TE – TS) time period, the size of measurement interval ∆T is equal to (TE – TS)/n and the absolute difference of RTTs between two paths at the i-th measurement step can be expressed as D(i) such that 

D(i)= RTT<P>i – RTT<A>i ,     (1 ≤ i ≤ n )         (1)

where RTT<P>i and RTT<A>i are respectively the RTT for the primary path and the alternative path at the i-th measurement step.  
Note that D(i) is considered only when RTT<P>i is larger than RTT<A>i, that is, when D(i) is positive. In addition, a weighted average of the measured D(i) values can be expressed as Di such that 


Di = ,                      (2)


whereis the weight of the j-th measurement step.  
As we have more interest in the recent deviation of the difference, our weighted average puts more weight on D(i) than on D(i–1). Here, we define DT as configured threshold time (DT > 0) that is used to determine the relative network condition directly affected by the data size, the RTTs of the current primary path can be overestimated compared to the RTTs of the alternative path, which may have been estimated based upon a small data size. Second, they provide an acceptable compromise between the RTTs and congestion window (cnwd) size. If we simply allow an MT to switch its primary path to the alternative path when the alternative path shows a shorter RTT at a current measurement step, then MT will experience performance degradation because this switching requires significant overhead, since the switched MT is required to re-start its congestion control at the slow start phase.
3.2 Speed-Based Scheme
The above proposed RTT-based scheme shows partial success in terms of throughput. However, using this as the sole RTT measure alone does not effectively determine the primary path switching criteria because it does not adequately reflect the velocity of the MTs. Even though an MT has a much shorter RTT in its alternative path than that of its current primary path and our weighted average value D is larger than α∙DT, we cannot obviously conclude that the velocity of MT is high because RTT is likely to fluctuate from chunk to chunk, depending upon the level of congestion in the routers, and upon the varying load on the MT’s. One example of this would be the fast moving MT experiences an even larger RTT for the alternative path that will be used in its new network when the new access router (AR) is suffering from congestion. According to our Linux test-bed experiments, we found the velocity of MT’s should be considered as an important factor in determining the primary path switching, especially for the fast moving MT’s. The usual primary path switching procedure performs the following sequence of actions.
1. MT detects a link-up of a new path and configures a new IP address at the network layer.
2. MT sends an “Add-IP” message to the correspondent terminal (CT).
3. MT sends a “Primary-Switching” message to CT if some conditions have been satisfied.
4. MT sends a “Delete-IP” message to CT.
5. MT detects link-down of its previous primary path.
Table 1.   Experiment Parameters
	Parameters
	Values

	Minimum network condition coefficient: α
	2

	Minimum switching coefficient: β
	5

	Minimum speed coefficient: 
	6

	Minimum frequency coefficient: δ
	5

	Historical RTT threshold: DT (ms)
	βRTT<A>

	Historical Speed threshold: ST (km/h)
	10

	Data packet size (byte)
	1440

	Control packet size (byte)
	288

	RTT measurement interval: ∆T (sec)
	1

	Standard moving distance (meter)
	400

	Standard moving distance in overapping area (meter)
	200



Note that the alternative path is used for a correspondent terminal to a mobile terminal (CT-to-MT) data packet after event 3, while the primary path is still used for MT-to-CT data packet before processing event 4. That is, for the receiving data packets, MT immediately uses its alternative path as a primary path as soon as it explicitly requests the primary path switching. On the other hand, for sending data packets, MT does not use the alternative path until it explicitly deletes its current primary path.
We estimate the moving speed of MT’s based upon the elapsed moving time and the moving distance from the previous network to the current network. We define time T(k) as a time when MT sends the ADD-IP message to CT in its previous network k. As MT records these times whenever it moves to a different networks, it keeps a series of T(k) such that 1 ≤ k ≤ K–1 by assuming it has visited K networks. Therefore, the elapsed moving time ΔT(k) of MT between two successive networks k–1 and k can be obtained by

ΔT(k) = T(k) – T(k–1).                        (3)

The estimated speed of MT at a given network domain can now be obtained by dividing the moving distance that MT has traversed in the current network by the elapsed moving time ΔT. Also, ΔT tends to be frequently changed from network to network, and thus the proposed scheme only considers a limited number of recent historical speeds rather than a full history. Therefore, the expected speed E(S)k+1 of MT in its next network k+1 considers the recent k histories, and this will fulfill the following equation.  


E(S)k+1 =,                  (4)

where dj is the average moving distance of MTs in network j, and is the weight value at network j. As MT tends to keep its current speed, the proposed scheme maximizes the size of j and puts much more weight, say 0.875, on the most recent speed of MT.
	Join SCTP session
Begin loop
Switch (event)
    event:(E(S) ≥ ∙ST) 
                  If [(D ≥ DT) || (RTT<P>i ≥ RTT<A>i)]   
                        Sends “Primary-Switching”   
                  Else 
                        Stay on the current primary path   
event:(ST  ≤  E(S) < ∙ST)
        If (D ≥ α∙DT)  
                     Sends “Primary-Switching”                   
              Else 
                     Stay on the current primary path   
event:(E(S) < ST)
        If [(D ≥ α∙DT) && (RTT<P>i ≥ β∙RTT<A>i)]   
                     Sends “Primary-Switching”
              Else 
                     Stay on the current primary path   
End switch
End loop
Leave SCTP session


Figure 2.  Primary path switching algorithm
In order to differentiate among MT’s in terms of velocity, we also define ST as a preconfigured threshold time (ST > 0) that is used to determine the relative speed of MTs and  as a fast speed coefficient ( ≥ 1). Each MT can now be classified into three different categories including 1) fast moving MTs with a large S value such that E(S) ≥ ∙ST; 2) slow moving MTs with a small E(S) value such that ST ≤ E(S) < ∙ST; and 3) slow moving MTs having a ping pong movement pattern with extra-small E(S) values such that E(S) < ST. Based upon these observations, each MT determines whether or not it performs primary path switching. The overall actions are described in more detail in Figure 2.
4. Performance Evaluation
In order to evaluate the performance improvement achieved by the proposed scheme, we consider a small test 


Figure 3.  RTTs variations of MT with 30km/h moving speed

Figure 4.  RTTs variations of MT with 60km/h moving speed

topology considered in [9], where mSCTP MT has two different NICs, which use IEEE 802.11b as a wireless link, while mSCTP CT has one NIC, which uses Ethernet as a wired link. We also consider that these two mSCTP hosts are interconnected through a 100Mbps IP core network, having an average of 10 network hops. Under this topology, the whole simulation was conducted in an ns-2 environment. We have generated SCTP segments with an FTP application and observed the variations of RTTs between the two hosts. These experiments have been performed with MT having different movement speeds ranging from 10km/h to 150km/h.  
Figures 3 shows the evaluated RTTs for the MTs with 30km/h and 60km/h moving speeds, respectively. At first, we can observe the slow speed MT and fast speed MT have dual-home status about 41 seconds and 8 seconds in the overlapped area, respectively. We recognize that the duration of dual-home status of MT is not always proportion to the moving speed of MT, because it really depends on the movement patterns of MT as well as the speed. We now compare the proposed scheme to the RTT-only scheme [2], which has most recently been proposed but considered only the RTT difference at a given time. Under our scheme, MT switches its primary path as long as the condition of RTT<P> ≥ β∙RTT<A> is satisfied. We do not show the performance of the MTs having irregular movement patterns. Due to the conservative approach, both schemes will not allow MTs to switch their primary path as long as their movement patterns are not significantly changed.


For the slow moving MTs in Figure 3, as we set the minimum switching coefficient β to 5, the RTT-based scheme will allow MT to switch its primary path at 51 seconds because 1.84 ≥ 5∙0.33(=1.65). However, this aggressive switching requires CT to reset its cwnd.  Unfortunately, the switched primary path experiences a sudden RTT peak at 56 seconds, which indicates the overall throughput is limited using the RTT-only scheme. On the other hand, our proposed scheme delays this path switching to 60 seconds when the historical RTT condition is satisfied for recent δ (=5) consecutive measurement steps. We can also observe that the alternative path shows steady RTT after the primary path has explicitly failed at 66 seconds. More importantly, this delayed switching affects the throughput since it allows both CT and MT to continuously increase or maintain their cwnd rather than restarting at the slow-start phase. In our experiment, we put the different weight  at the measurement step j by obeying the following rule where the weight of most recent RTT  is equal to 0.875.  
For performance comparison among the three different schemes, we have counted the number of packets arriving at MT with their delay. For 30km/h moving speed, owing to their predicted switching, both our proposed scheme and RTT-only scheme show better throughput and shorter overall delay than the legacy-SCTP scheme. Also, both schemes show almost the same level of throughput and delay. However, we need to mention that our delayed switching, based on the historical RTT difference between the two paths, allows MT to switch its primary path with certainty for handoff. For 60km/h moving speed, MT with other previous schemes experiences network unavailability when it performs a handoff. We set the new NIC activation delay to 2 seconds. Owing to our fast primary path switching, our proposed scheme will not suffer from this delay. As shown in Figure 4, it shows better throughput than the other schemes. Also, the average delay per packet of the proposed scheme is shorter than those of the other schemes indicating an improved QoS. This throughput difference from other schemes is more prominent with longer NIC activation delay and a faster moving speed for MT.
5. Conclusion
In this paper, we have proposed a new scheme for switching the primary path and an alternative path within the SCTP protocol for MTs that are moving at various speeds between networks. The proposed scheme achieves a better overall performance than other existing schemes as shown by performance simulation. This is due to the fact that the proposed scheme utilizes the performance trade-off relationship between RTT and cwnd and performs switches between the current primary path and the alternative path according to RTT, as well as the velocity of movement of MT.
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Primary path	14.38316	14.39893	14.430490000000001	14.523960000000001	14.653040000000001	14.816269999999999	14.87233	15.05153	15.150729999999999	15.27896	15.45045	15.624599999999999	15.842180000000001	16.047609999999999	16.21462	16.42428	16.71857	16.96011	17.257899999999999	17.95758	18.314589999999999	18.657910000000001	18.920079999999999	19.250240000000002	19.526050000000001	19.801780000000001	20.07695	20.38053	20.73761	21.02769	21.348179999999999	21.65034	22.022379999999998	22.352319999999999	22.69567	22.97167	23.27374	23.54936	23.89415	24.212119999999999	24.543030000000002	24.971240000000002	25.486460000000001	26.0229	26.444600000000001	27.193269999999998	27.646049999999999	28.125520000000002	28.51951	28.951000000000001	29.4072	29.848929999999999	30.346170000000001	30.779060000000001	31.278500000000001	31.739899999999999	32.242899999999999	32.706209999999999	33.236530000000002	33.718020000000003	34.250239999999998	34.77431	35.35483	35.909300000000002	36.430779999999999	36.982230000000001	37.552190000000003	38.096290000000003	38.661969999999997	39.263559999999998	39.974600000000002	40.86168	41.471049999999998	42.128050000000002	42.454979999999999	42.846739999999997	43.369149999999998	43.957270000000001	44.809869999999997	45.199759999999998	45.794330000000002	46.239660000000001	47.243380000000002	47.623170000000002	48.172139999999999	48.60998	49.271329999999999	51.11374	52.153689999999997	52.795400000000001	53.426270000000002	53.976469999999999	54.535710000000002	55.123950000000001	55.40213	55.754919999999998	56.044809999999998	56.546900000000001	57.327390000000001	58.316969999999998	58.997810000000001	60.209499999999998	60.973640000000003	61.962440000000001	62.533549999999998	63.08652	63.866630000000001	64.298320000000004	65.154629999999997	65.884010000000004	0.02	0.01	0.04	0.05	0.08	0.16	0.06	0.18	0.1	0.12	0.18	0.17	0.22	0.2	0.17	0.21	0.28999999999999998	0.25	0.28999999999999998	0.41	0.36	0.34	0.27	0.33	0.27	0.28000000000000003	0.27	0.31	0.35	0.28999999999999998	0.32	0.31	0.37	0.33	0.34	0.28000000000000003	0.3	0.27	0.35	0.32	0.33	0.43	0.51	0.54	0.42	0.33	0.45	0.48	0.39	0.44	0.45	0.44	0.5	0.43	0.5	0.46	0.51	0.46	0.53	0.48	0.54	0.52	0.57999999999999996	0.55000000000000004	0.53	0.55000000000000004	0.56999999999999995	0.54	0.56999999999999995	0.6	0.71	0.89	0.61	0.65	0.33	0.39	0.52	0.59	0.85	0.39	0.6	0.44	1.01	0.38	0.55000000000000004	0.43	0.67	1.84	1.04	0.64	0.63	0.55000000000000004	0.56000000000000005	0.59	0.28000000000000003	0.35	0.28999999999999998	0.5	0.78	0.99	0.68	1.21	0.77	0.99	0.56999999999999995	0.55000000000000004	0.78	0.43	0.86	0.73	Alternative path	24.953340000000001	25.150749999999999	25.383009999999999	25.862269999999999	26.58306	27.244990000000001	28.016719999999999	28.917400000000001	29.725560000000002	30.60014	31.545649999999998	32.464410000000001	33.427880000000002	34.362740000000002	35.452649999999998	36.49823	37.587760000000003	38.709240000000001	39.34028	39.992379999999997	40.863790000000002	42.394300000000001	42.864460000000001	43.255609999999997	43.926070000000003	44.475659999999998	44.72831	45.215330000000002	45.602890000000002	45.89969	46.762250000000002	47.234830000000002	48.047199999999997	48.948599999999999	49.346380000000003	49.700499999999998	50.193809999999999	50.496250000000003	50.826520000000002	51.497590000000002	51.947369999999999	52.565849999999998	53.263910000000003	53.93365	54.45899	56.152239999999999	56.639949999999999	57.27758	57.761229999999998	58.211910000000003	58.724060000000001	59.313859999999998	59.841479999999997	60.172440000000002	60.652540000000002	61.060040000000001	61.629649999999998	62.337240000000001	63.003439999999998	63.616329999999998	64.036429999999996	64.681669999999997	65.15258	65.821070000000006	66.229110000000006	66.666550000000001	66.958640000000003	67.382649999999998	67.66028	68.008859999999999	68.287279999999996	68.617339999999999	69.032020000000003	69.322839999999999	69.654480000000007	69.956479999999999	70.305710000000005	70.624769999999998	70.904449999999997	71.241339999999994	71.563329999999993	72.005619999999993	72.239680000000007	72.531649999999999	72.808819999999997	73.180679999999995	73.526510000000002	73.802999999999997	74.079849999999993	74.399990000000003	74.74606	75.090329999999994	75.631219999999999	75.977670000000003	76.253929999999997	76.502809999999997	76.807100000000005	77.214209999999994	77.521460000000005	77.756379999999993	78.048439999999999	78.392160000000004	78.737489999999994	79.165909999999997	79.455799999999996	79.706549999999993	80.011769999999999	80.302409999999995	80.703670000000002	80.956230000000005	81.361249999999998	81.60812	82.033529999999999	82.269630000000006	82.612629999999996	82.931020000000004	83.263090000000005	83.554050000000004	83.763229999999993	84.080950000000001	84.443619999999996	84.773539999999997	85.050920000000005	85.308989999999994	85.616339999999994	86.015110000000007	86.275540000000007	86.655410000000003	86.938140000000004	87.269970000000001	87.586439999999996	87.945210000000003	88.222830000000002	88.569050000000004	88.914330000000007	89.232690000000005	89.504270000000005	89.893230000000003	90.238110000000006	90.527979999999999	0.27	0.2	0.23	0.48	0.72	0.67	0.77	0.9	0.81	0.87	0.95	0.91	0.97	0.93	1.0900000000000001	1.05	1.0900000000000001	1.1200000000000001	0.63	0.65	0.87	0.67	0.37	0.39	0.67	0.55000000000000004	0.25	0.49	0.38	0.3	0.86	0.48	0.81	0.9	0.4	0.35	0.49	0.31	0.33	0.67	0.45	0.62	0.69	0.67	0.53	1.69	0.49	0.64	0.48	0.45	0.51	0.59	0.53	0.33	0.48	0.41	0.56999999999999995	0.71	0.66	0.62	0.42	0.64	0.47	0.67	0.41	0.44	0.28999999999999998	0.42	0.28000000000000003	0.35	0.28000000000000003	0.33	0.41	0.28999999999999998	0.34	0.3	0.35	0.32	0.28000000000000003	0.33	0.32	0.45	0.23	0.28999999999999998	0.28000000000000003	0.37	0.35	0.27	0.28000000000000003	0.32	0.35	0.34	0.54	0.35	0.27	0.25	0.31	0.4	0.31	0.24	0.28999999999999998	0.34	0.35	0.43	0.28999999999999998	0.25	0.3	0.28999999999999998	0.4	0.26	0.4	0.25	0.42	0.24	0.34	0.32	0.33	0.28999999999999998	0.21	0.32	0.36	0.33	0.28000000000000003	0.26	0.31	0.4	0.26	0.38	0.28000000000000003	0.33	0.32	0.36	0.27	0.35	0.34	0.32	0.27	0.39	0.35	0.28999999999999998	Time (second)
RTT (second)

Primary path	14.383150000000001	14.398910000000001	14.43047	14.52393	14.652990000000001	14.8162	14.872249999999999	15.05142	15.15061	15.27882	15.450279999999999	15.6244	15.841950000000001	16.047350000000002	16.21433	16.423960000000001	16.718209999999999	16.959700000000002	17.257449999999999	17.54522	17.95701	18.313970000000001	18.657240000000002	18.919370000000001	19.279979999999998	19.625859999999999	19.887979999999999	20.192740000000001	20.511749999999999	20.746700000000001	21.04091	21.600619999999999	21.864460000000001	22.19425	22.54121	22.85943	23.106660000000002	23.381329999999998	23.724419999999999	24.027159999999999	24.365950000000002	24.785910000000001	25.065639999999998	25.488019999999999	25.8124	26.504010000000001	26.982620000000001	27.312919999999998	28.102119999999999	28.750689999999999	29.378150000000002	30.499269999999999	32.252589999999998	32.653010000000002	0.02	0.01	0.04	0.05	0.08	0.16	0.06	0.18	0.1	0.12	0.18	0.17	0.22	0.2	0.17	0.21	0.28999999999999998	0.24	0.3	0.28999999999999998	0.41	0.36	0.34	0.26	0.36	0.35	0.26	0.31	0.32	0.23	0.3	0.56000000000000005	0.26	0.33	0.35	0.31	0.25	0.28000000000000003	0.34	0.3	0.34	0.42	0.28000000000000003	0.42	0.33	0.69	0.48	0.33	0.79	0.65	0.62	1.1200000000000001	0.64	0.4	Alternative path	24.845050000000001	25.26491	25.636089999999999	25.932600000000001	25.99541	26.062080000000002	26.228100000000001	26.442399999999999	26.626999999999999	26.84421	27.236910000000002	27.517610000000001	27.828769999999999	28.2331	28.44575	29.07169	29.42304	29.85979	30.261810000000001	30.691459999999999	31.036709999999999	31.614850000000001	32.174990000000001	32.68665	33.171039999999998	33.669080000000001	34.070399999999999	34.376260000000002	34.668860000000002	34.94858	35.306890000000003	35.59789	36.010100000000001	36.298690000000001	36.661360000000002	36.963340000000002	37.227580000000003	37.579219999999999	37.796080000000003	38.102530000000002	38.508130000000001	38.74324	39.059370000000001	39.745420000000003	40.029139999999998	40.293729999999996	40.64	41.01491	41.484960000000001	41.815750000000001	41.99933	42.393050000000002	42.769309999999997	43.074190000000002	43.403950000000002	43.600769999999997	43.97457	44.377490000000002	44.709739999999996	45.337899999999998	0.39	0.42	0.37	0.28999999999999998	7.0000000000000007E-2	0.06	0.17	0.21	0.19	0.21	0.4	0.28000000000000003	0.31	0.4	0.22	0.62	0.35	0.44	0.4	0.43	0.35	0.57999999999999996	0.56000000000000005	0.51	0.48	0.5	0.4	0.31	0.28999999999999998	0.28000000000000003	0.36	0.28999999999999998	0.41	0.28999999999999998	0.36	0.3	0.27	0.35	0.22	0.3	0.41	0.23	0.32	0.37	0.28000000000000003	0.26	0.35	0.38	0.47	0.33	0.18	0.39	0.38	0.3	0.33	0.2	0.38	0.4	0.33	0.3	Time (second)
RTT (second)
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